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Abstract

This paper describes a normative multi-agent system architecture and a software system which implements
that architecture. Our purpose is to provide a framework for designing agents with a social competence. We
asame that this social competence in organizations is related to multi-agent co-ordination, which in turn
involves information sharing, either dynamicadly (through communication) or statically (throughinstitutions or
culture), based onnorms of various types (e.g. perceptual, cogritive, behavioral, evaluative). Since‘information’
is an ill-defined word we prefer to adopt the semiotics framework, which uses the ‘sign’ as the elementary
concept. Information as a composition of signs is then analyzed at different levels, including syntax, semantics,
pragmatics and the social level.

Based on different properties of signs, found at different semiotic levels, we propose here a new agent model,
designated by EDA (an aconym for its three component modules: Epistemic-Deontic-Axiologicd), to represent
agent informational states and simultaneously define its conceptual communication framework. The EDA model
components incorporate an explicit representation of the institutional roles the agent can play, where arole is
defined as a set of services plus a set of palicies. A serviceis represented by a procedural abstradion, wheress a
padlicy is represented by a deontic statement, either spedfying an oHigation-to-do a an authorization-to-do.
EDA agents are designed to promote social, co-operative, behavior. Agents use their role description both
prescriptively, exhibiting a goal-direded behavior, and proscriptive, ading and co-operating within the
boundaries of role padlicies. However, agents are aitonamous in the sense that they are given enough @dsion
power to allow them to choose to occasionaly violate their obligations, depending on evaluations provided by
the axiologicad component of the EDA model.

The multi-agent socia architecture defined in this paper isflexible enough to accommodate changesin social
structure, including changes in role specification, role instantiation and even the dynamics of institutional
relationships, including role removal or creaion. Amongst current technological infrastructures, one of the best
to provide asuitable enwironment for the implementation d multi-agent systems, with high adaptability in
dynamic environments, is JNI® — a distributed computing infrastructure developed by Sun™. Besides
communicaive capabilities, social agents require some degree of intelligence at least in order to interpret
pragmaticaly their perceptions, such as the messages they receive from other agents. This aspect has been
implemented with the help of arule-based development tool — JESS (Java Expert System Shell) — developed by
Sandia Labs. To demonstrate the adequacy of JINI and JESS to implement normative multi-agent systems, based
onthe EDA model, we present here asimple but ill ustrative cae study and explain some of JINI advantages as a
communicaion infrastructure for multi-agent systems programming. We dso analyze the JESS suitability to
represent and interpret norms, giving some examples.

1 INTRODUCTION

Organizaional Semiotics is a particular branch of Semiotics, the formal doctrine of signs (Pierce, 1960),
concerned with analyzing and modeling organizations as information systems. Information Systems core
concepts guch as information and communication are very complex and ill-defined concepts, which shoud be
analyzed in terms of more dementary nations such as €miotic ‘signs’. Businessprocesses would then be seen as
processs involving the aedion, exchange and use of signs. Since organizaiona adivity is an information
processbased on the nation of resporsible a-operative agent, we propose a model that accommodates both the
social dimension in organizational agents behavior and the relative autonamy that individual agents exhibit in
red organizations.

The propcsed model is an intentional model, based on three main components, trying to capture relevant
agent mental attitudes. In sedion 7 we provide a omparative aiticd analysis of other intentional models that
have been propased in the Distributed Artificial Intelligence (DAI) literature. Althougha formal description can



be provided, in this paper we take adesign approach, showing how the EDA architecture can be used to model a
cese study and then how it is implemented on top of JINI and JESS. Since multi-agent logic is not sufficiently
developed to achieve the logicd consistency and completeness of organizational models, computational
simulation provides a way to assess the alequacy of organizaiona models. Furthermore, computer simulation
permits to gain insights into organizational phenomena and to explore processes and configurations that are
difficult or impossble to investigate with other methods.

However, previously to design a ssmulation model it is necessary to understand system requirements, using
an adequate method for systems analysis.

Many methods have been proposed to tadkle this important problem (Ghezz, 1991) but, in spite of that, a
high propation of computer-based systems fail. Estimates vary between 40% and 50% of projeds (Stamper et
al., 2000), which seemsto indicate that the requirements ecifications are often wrong.

2 ORGANIZATIONAL SEMIOTICS

In this paper we approadh this problem using the Organizational Semiotics dance (Stamper, 1973; Liu, 1993)
to provide adequate system requirements and a solid conceptual basis for simulation models. Semiotics, which
was traditionally divided into three aeas — syntax, semantics and pragmatics — has been extended by Stamper
(1973) in order to incorporate threeother levels, including a social world level. A detailed and formal acoount of
these levels may be found in (Stamper, 1996).

This approach is different from mainstream computer science because instead of adopting an oljectivist
stance — where it is asaumed the existence of a single observable reality, externa to the agent, which
requirements modeling methods try to capture with the help of entity-relationship models and data-flow
diagrams —it adopts a socia subjedivist stance This meansthat for all practicd purposes nothing exists without
aperceaving agent nor without an agent engaging in adion (Stamper et. a., 2000). This philosophical stanceties
every item of knowledge to an agent who is, in a sense, responsible for it. Thus, adopting this gance,

(...) the information model avoids the concept of truths that have been delivered from on
high, independently of a knowing agent. Truth is something that the individual agents and
group agents have to decide upon and for the consequence of which they have to take
responsibility (Stamper, 1996 p.371).

The distinction between entity, attribute and relationship is therefore replaced by the concepts of agent,
affordance ad norm (a socialy defined pattern). These mncepts are related in a way that indicaes ontologica
dependency’.

2.1 Ontology Charts

Semantic analysis consists of a negotiated understanding, between relevant process intervenients, of the
meanings of domain specific signs, including agents, concepts, relationships, and ather related aspeds. The
result of semantic analysis may be provided in a graphicd format, using what is cdled ‘ontology chart’, as
shown in an examplein figure 1.
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Figure 1. Ontology Chart.

! The word ontol ogy is used here in a different sense than the one commonly foundin Al. By ontology dependency we
mean an existential relationship, i.e. that a mncept’ s existence depends on ahers' existence.



For example, the relationship between ‘ department’ and ‘schod’ is one of ontological dependency because it
defines the existence of the first in terms of the existence of the second: ‘schod’ is the ontologicd antecedent
and ‘department’ is the ontologicd dependent. The dot sign (e) means that the ontological dependency is that of
part to whole.

The lines that link ‘person’ and ‘works’ (in bah concepts of ‘works' in the diagram) are labeled, using half-
circles. These labels denote the roles that the antecalent plays, in each case, as agent of the action ‘works'.

The ‘@' sign, for example on the link between ‘approves and ‘request’, means that the consequent
(‘request’) affordance is brought into existence conditionally to the validity of the antecedent (‘ approves'): the
head of the department may or may not ‘approve the ‘request’ — only after sshe exercises his discretion and
approves the request will the ‘request’ actually start its existence.

For a complete description of the syntax of the ontology chart, the reader may consult (Stamper, 1996). This
graphicd representation shows the eisting entities and their ontologicd dependencies but not the starting and
finishing times of each one of them. The dynamics of the organization, established by these start and finish
events, may be determined either by norms or by agents taking resporsibility and exercising discretion. Norms
are areflex of businessrules, socia goals, constraints and other structural aspeds of the organization.

The essential advantage of ontology charts over, for example, Entity-Relationship (ER) models lies on that
ontological dependencies shown only on ontology charts are less prone to change than entity relationships.
Ontology charts provide away to establish the semantics of very stable relationships in an organizational
environment. Ades (1999) proposed a canonicd form for representing these ontological relationships using a
semantic normal form (SNF) based on the concept that any consequent may have & most two antecedents.

2.2 Paradigm Shift

This approach is different from mainstream computer science because instead of adopting an oljectivist
stance — where it is asaimed the eistence of a single observable redlity, externa to the agent, which
requirements modeling methods try to cgpture with the help of entity-relationship models and data-flow
diagrams —it adopts a socia subjedivist stance This meansthat for all practicd purposes nothing exists without
aperceving agent nor withou an agent engaging in adion (Stamper et al., 2000). This philosophicd stanceties
every item of knowledge to an agent who is, in a sense, responsible for it. Thus, adopting this gance,

(...) the information model avoids the wncept of truths that have been delivered from on high,
independently of a knowing agent. Truth is something that the individual agents and group agents have to decide
upon and for the consequence of which they have to take resporsibility (Stamper, 1996 p.371).

The distinction between entity, attribute and relationship is therefore replaced by the concepts of agent,
affordance and norm (a socialy defined pattern). These concepts are related in a way that indicates ontologicd
dependency”.

The social world level, especially in what concerns scial norms and commitments, is particularly relevant
for information systems analysis and simulation, because organizational adivity is mainly the result of the
coordinated behavior of several organizationa unitsagents. Using this smiotics framework to cover the main
stages of systems lifegycle, a wlledion of methods has been defined, which can be gplied to all the systems
development adivities along the systems development lifegycle. These were developed under the MEASUR
reseach program — Methodfor Eliciting, Anayzing and Speafying User Requirements (Stamper et al. 1983).

This miotic framework was recommended by FRISCO (Falkenberg, 1998) as a philosophica foundation
for information systems analysis.

The recent paradigm shift from centralized data processng architedures to heterogeneous distributed
computing architedures, emerging especialy since the 1990's, placal socia concerns in the agenda of much
reseach activity in Computing, particularly in the Distributed Artificial Intelligence field (DAI). In DAI,
organizations are modeled as multi-agent systems composed by autonomous agents acting in order to achieve
social goals, in a coperative manner (Wooldridge and Jennings, 1995; Singh, 1996).

3 THE EDA MODEL

Social psychology provides a well-known classficaion of norms, partitioning them into perceptual,
evaluative, cognitive and behavioral norms. These four types of norms are associated with four distinct attitudes,
respectively (Stamper et al., 2000):

Ontological —to acknowledge the existence of something;

Axiologicd —to be dispased in favor or against something in value terms;

2 The word ontol ogy is used here in a different sense than the one commonly foundin Al. By ontology dependency we
mean an existential relationship, i.e. that a mncept’ s existence depends on ahers' existence.



Epistemic — to adopt a degree of belief or disbelief;

Deontic —to be disposed to act in some way.

Our agent model is based on these dtitudes and the assciated nams, which we charaderize in more detail

below:

e Perceptual norms, guided by evaluative norms, determine what signs the agent chooses to perceve.
Then, when a sign is perceved, a pragmatic function will update the ayent EDA model comporents
accordingly.

¢ Cognitive norms define entity structures, semantic values and cause-eff ed relationships, including bah
beliefs abou the present state and expedations for the future. Conditional beliefs are typically
represented by rules, which being namative allow for the existence of exceptions.

e Behaviora norms define what an agent is expected to do. These norms prescribe ideal behaviors as
abstrad plansto bring abou ided states of affairs, thus determining what an agent ought to do. Deontic
logic isamodal logic that studiesthe formal properties of normative behaviors and states.

e Evaluative norms are required for an agent to chocse its adions based on bah epistemic and deortic
attitudes. If we consider a rational agent, then the dhoice shoud be such that the agent will maximize
some utility function, implicitly defined as the integral of the agent’ s axiologicd attitudes.

Using this taxonomy of norms, and based on the asaumption that an organizaional agent behavior is
determined by the evaluation of deontic norms given the agent epistemic state®, we propose an intentional agent
model, which is decomposed into three comporents: the epistemic, the deontic and the axiologicd.

Together, these components incorporate dl the agent informational contents, according to the semiotics
ladder depicted in figure 2, where it is $own that information is a cmplex concept, and requires diff erent
viewpoints to be completely analyzed.

Axiological Component ’—
perception A (values) action
' Deontic Component )

Dypehavior)

Epistemic Component | L
Kiknowledge)

Figure 2: The EDA agent model.

¥ is a pragmatic function that filters perceptions, according to the agent perceptual and axiological norms,
and updates one or more model components.

>~ is an axiological function, that is used in two circumstances: to decide which signs to perceive and to
decide which actions to execute.

K is a knowledge based component, where the agent stores his beliefs both explicitly and implicitly, in the
form of potential deductions based on logical reasoning.

A isaset of available plans, either explicit or implicit, that the agent may choose to execute.

4 KNOWLEDGE REPRESENTATION

To encode, symbolicaly, the agent architecture conceptually described in the previous section, we need to
use higher abstract level constructs than those found in mainstream programming languages, including Java.
Since agents are intentional, since the EDA model ascribes them mental attitudes, it seems adequate to use
Artificial Intelligence knowledge representation paradigms. All model components require both procedura and
declarative knowledge. Whereas procedural knowledge is more efficient, declarative knowledge provides grater

3 von Wright (1968) suggests that the study of deontic concepts and the study of the notions of agency and
activity are intertwined.



flexibility and adaptability, thus we decided to use a hybrid paradigm, combining frame systems with rule-based
systems, which alows the separation of declarative knowledge from procedural general purpose inference
machine and furthermore provides the capability of using procedural attachments where needed.

4.1 EDA Model Components

We provide here only a description of the knowledge representation chosen for each model component. A
more detailed syntactic and semantic analysis of each component is provided in (Filipe and Liu, 2000).

Epistemic component

The semiotics methods proposed in (Stamper et al., 1988) regarding requirements analysis and specification,
state that the analysis process should start with a semantic analysis phase. The results of this phase can be
displayed graphically as an ontology chart. However, since we are interested in trying to partially automate some
of the organizational processes, we need aformal model.

A formal model of an organization must enable the representation for agents, affordances, and their
ontological relationships. Furthermore, cognitive norms need to be included in the epistemic component of the
agent informational model in order to provide an intensional form of knowledge representation.

Let A4 = {ay, oy, ..., o} be the set of agents and let # = {¢y, w2, ..., m} be the set of affordances,

represented in the ontology chart; Let Z = {p1, p2, ..., pn} be the set of relationships between them. An
affordance may depend ontologicdly on one or two antecedents, which can be agent(s) or affordance(s).
Formally, using the BNF natation: p; = pi(ou | oy, cu | gk | @5, x)-

Two main approaches to formal definition d knowledge (belief) have been proposed:

e The sentential approach: every agent knows every proposition that is gored in its knowledge base
(Konalidge, 1986).

e The posshle-worlds approach: an agent knows every propasition that is true in al worlds that are
‘considered’ possble (Hintikka, 1962), i.e. that are compatible with what it knows.

Each approach has advantages and disadvantages. the possble-worlds approach provides an elegant
semantics but is based on the assumption that agents are perfect reasoners, which is nat redistic, because agents
would then know al logicd consequences of their knowledge — the logicad omniscience problem. The sentential
approach does not have this problem because it is a syntadic goproach: it does not assgn semantic content to
knowledge. Alternative gproaches exist, e.g. (Singh and Asher, 1993), that seek to avoid both these problems
but are technically more complex than the approaches mentioned. Therefore, for the sake of simplicity we will
adopt the sentential approach in the following.

Entitiesin our ontology are represented by frame objects; properties and special relationships are represented
by frame slots. This kind of representation is particularly adequate for classificaion hierarchies where more
general types subsume more spedfic ones and property inheritance is a useful inference mechanism. Other kinds
of knowledge, nat easily amenable to hierarchical classsubclassrelationships, are represented using production
rules and deductive inference

Following the recommendation of Liu (1993) we use a semantic temporal database mncept to keep tradk of
affordances existence, althoughwe have preferred to represent aff ordances as beliefs in the system’s knowledge
base.

Cognitive norms are represented as conditional beliefs, i.e. rules. We use atempora qualifier to identify the
time interval when the norm applies.

Deontic component

Norms, commitments and plans are represented in an unified way: as goals, aacording to the modal operator
proposed in the EDA model description:

G =0’ (P.1,0) = O ([ tit P] in-time-window AQ with-utility [ 1 o ] commited-to )

where O isthe standard deontic operator ‘ought-to-be’ and [« stit P] isan agency statement, saying that agent
a seesto-it-that propasition P beaomes true. This means that o will perform a plan to bring abou P in time
window AL, where A is a time expresson, spedfying the time window during which propasition P is
supposed to be setisfied. 1 ando are placesto befilled in by the aciologicad comporent, with the utility of doing
and of not-doing, respectively, the ation [o stit P]. Although the exad values must be cdculated by the
axiological comporent, based on the current situation, the deontic component may fill in default values,
eventually using common knowledge, i.e. norms, abou the domain. The default value of u indicaes the
expected value of [a stit P] for o, i.e. the expeded benefit of o fulfilling its obligation; o indicates the expeded
value of the sanction, i.e. the expected violation cost.



Planning becomes a goal-direded behavior simulation. We use the rule-based paradigm for representing
means-ends process which constitutes the base of our planning activity, and is based on a process of goal
decomposition and sequencing. This is made using a badkward chaining inference process over rule sets where
rule antecedents represent lessgeneral goals and consequents represent more general goals.

This basic concept is very similar to the production rules paradigm, used by most expert systems. However,
two changes had to be incorporate into the framework before it worked as desired:

e Firstly, it is necessary to avoid the automatic insertion of goalsinto the system’s agenda. Goals can
only be introduced into the agenda &ter being filtered by the axiological component, for value
assgnment and filtering;

¢ Seomndly, time must be taken into accourt, both to trigger events that signal the start or finish of
some dfordance and to identify the existence of affordances during hypothetica reasoning, during
the plan generation process

According to the model dynamics defined in the previous section, the start and finish of affordances is
registered in the semantic temporal database, by deontic norms and agents.

Axiological component

Agent preferences are represented as meta-norms, i.e. as rules in a meta-language outside the domain
representation language. Objeds in this meta-language define norm priority as a partial order relation between
norms. This processhas been represented as a knowledge-based system to be used exclusively by the aiological
component of an EDA agent.

The aiologicd component of the EDA model provides preference relations both for the deontic componrent
and for the epistemic component. In both cases, norms are represented as default rules. The problem is how to
establish a preference amongst norms that would enabl e to solve dubious or conflicting situations.

A standard solution is to define apartial order between every pair of norms. For example, (Brewka, 1994)
provides an extension to Reiter’s default logic — Prioritized Default Logic (PDL) — a meta-level approac to
generate preferred extensions of default logic:

Reiter defines a default theory as apair A = (W, D), where D isa set of default rules and Wis a set of first-
order logic well formed formulas. A prioritized default theory is atripleA = (W, D,p), wherep is a strict partial
order over D, such that ruler, has priority over r, iff (r1,r2) Op,or rlp r2.

Given aset of formulaeE, adefault rule a - bOoDisadiveinEiff: aOE,~bOE,bOE

Based on the nation of active default rule, Brewka presents the foll owing definition:

E isan extension d A, generated by atotal order=, containing p iff £=T_Jg where E =Thw) and for
i=20:

If thereisno adive default rulein E

E - EF
- ETh(Ei U{C}) where c isthe mnsequent of theminimal = active default rulein E;

This comporent permanently computes utilities associated to deontic norms and, using a ‘any-time
algorithm’ is able to suggest the best agent’ s next action, whenever required to do so.

4.2 Organizational Roles Representation

The representation of roles is composed of two dstinct knowledge entities: services and policies (deortic
statements, including obligations and authorizations).

Roles ={ Services, Policies}
Policies ={Obligations, Authorizations}

Whereas srvices represent the role know-how and are represented procedurally in the Epistemic comporent,
pdlicies are deontic statements that define the obligations and authorizaions that come with the role, as
normative knowledge, and are represented in the Deontic component. In the latter case we have dcosen a
dedarative paradigm and represent policies as prioritized default rules. The declarative representation enables
the usage of a (non-monatonic) deductive inference process

Hierarchicd and other power relationships are defined by sets of institutional norms represented essentially
in the deontic components, e.g. ‘if a ledurer wants a book then he must send his request to the department’s
library representative’; ‘the head of department must authorize all requests previously to the representative
sending them to the library’; ‘ The head of department must see to it that each request does not exceed 1% of the



total budget for the department’; ‘Ledurers may ask for resources diredly from the heal of department, unless
an alternative procedure exists'.

These example statements are not to be stored in a single organizational knowledge-based but rather in
separated role knowledge bases; they are uploaded when needed into an agent knowledge base. This perspective
avoids the existence of highly centralized and mondithic pieces of the information system, in favor of a
distributed more flexible information system.

A role is encoded in an organizational COTS (“comporent-off-the-shelf”) and can be “up-loaded” to any
agent that isrequired to play it, typicdly as aresult of the need to engage in a mnversation with another agent.

4.3 Multi-Agent Interaction

Based on the theoretical work of Winograd and Flores (1986) several conversation-based business process
models have been developed, under the designation of ‘Language Action Perspective’ including Action
Workflow (MedinaMora & al., 1992), DEMO (Dietz, 1990; van Reijswoud, 1996) and cthers.

Figure 3 depictsatypicd conversation for action. Step 3, in thisfigure, isthe action execution step, requiring
agent accessto the EDA deontic component, where the services the agent is able to perform are stored under a
procedural representation.

A:Decline Report

B:Promise A:Declare Completq

A:Request

B:Report
Completion

A:Counter

\\ A:Accept
B:Coume/

B:Cancel

B:Decline
A:Cancel

A:Cancel

Figure 3: A conversation for action (Winograd and Flores, 1986)

The design d conwersations, in our case, is made using syntax-direded trandation schema and attributed
grammars (Fred and Filipe, 2000).

5 SOFTWARE FRAMEWORK

The framework developed to support EDA agents is based ontwo Java environments: JINI and JESS JINI
provides the communication infrastructure, while JESS provides the knowledge-base support as a frame and rule
based knowledge representation language with an inference macdhine capable of forward chaining and badkward
chaining (figure 4).

Agent Al
(Java process) KB 1
/] / Convérsation M essages sent
fe to other agents
X Pl
JINI
JESS I
KnowledgeBase | & = | — KB 2 Communication y
and Inference -- Module esmgde'?‘
i received from
Machine . other agents
Conversation
a
JAVA threads

Figure 4. Software Agent Architecture



5.1 Communication Infrastructure

The communication infrastructure is provided by JINI™. Jini is a network-centric computing architecture,

refleding the computing paradigm change described above, based on social concerns. A key asped of this new
paradigm is that socia systems are not static: agents and affordances have adynamics, where start and finish
events are determined either by responsible agents or automatically by social norms. Since aents are
autonomous they may decide to form groups dynamicadly, and Jini facilitates this by enabling a"plug and pay"
network where dients access ®rvices by their Java interface and by promoting the concept of federation of
services, where service may be eg. a hardware or software agent, a @mmunication channel, or the user. Once
part of a federation, a service can be used by other services or clients. Services are acessd through lookup
services, which act as facilitators to locate services. There ae basicdly three processes defined in Jini
specifications:

Discovery: Devices/Clients|locate and obtain references to lookup services.

Join: Devicesregister their services with lookup services.

Lookup: Clients locate and contad services

A new service makes itself available by dropping a multicast UDP “presence anouncement” while lookup
services listen for presence anouncements, and contact senders directly to confirm discovery, sending them a
serviceregistrar objed. Services can then register (viajoin) through the serviceregistrar

Once a service is registered, clients may acaess it. A service objedt may then define the access protocol.
Although service protocols are private, maximum flexibility is achieved when the service is implemented
transparently and the client just needs to invoke methods dedared in the Java interface.

Jini programming povides some new distributed control mechanisms and data structures, including:
distributed leasing, distributed events and distributed transadions.

Thereisa service that is embedded in the Jini framework and makes use of these programming constructs: it
is JavaSpaces™ - Sun's first Jini service. JavaSpaces is based on the concept of bladkboard, developed in the Al

field, and it asgstsin distributed persistence and the design of distributed algorithms. A JavaSpaces srver holds
entries: typed groups of objeds. A client may look up entries with templates: entry objects that have some or all
fields =t to values that must be matched exadly. It is passble to request a space to ndify when an entry that
matches a template is written (uses Jini distributed events). All operations that modify a space ae done in a
transadionally seaure manner with resped to that space ad cli ents can use transadions to do multi-operation or
multi-space updates atomically (uses Jni transactions). Entries written to a space ae leased (uses Jini leasing).

5.2 Conversation Management

Agents are Java programs and conversations are Java threads running within agents, using the JINI
infrastructure to establish communicaion channels with other agents. The content of messages exchanged
throughthese communication channels are encoded in an agent communication language (ACL). Several efforts
have been made to spedfy a standard ACL — an inter-lingua to be used by heterogeneous agents, independently
developed. KQML (Finin et al., 1994) and FIPA (Foundation for Intelligent Physical Agents) are two examples
of such efforts. However, since no ACL has been widely adopted as a standard, so far, we decided to use our
own spedficaion for message content, based on Speed Act Theory (Austin, 1962; Searle, 1969). The result is
similar to a subset of the KQML ACL.

JESS briefly described below, is the software eawvironment where the message interpreter has been
developed. It is Java-based and it provides both frames and production rules, including an inference machine that
can work both in forward and badkward chaining.

5.3 Normative Framework: Roles, Services and Policies

The organization normative structure is essentially defined by the organizational roles and their relationships.
The set of external functions and procedures (methods) that an objed offers constitutes its interface. An agent
role mnsists of a Java objed presenting an interface reflecting the agent know-how plus a set of pdicies. A
policy isaset of rules related to ore or more EDA components. Therefore, each EDA component may receve a
set of rules as aresult of the uploading of asingle agent role.

An EDA pdlicy may represent an obligation or an authorization. Obligations are represented as godl's, using
the goal definition indicated in sedion 4. Authorizations are represented using the same syntax as goals but in a
template format, i.e. where some of the elements are wildcards (match any constant that may be in their place).



6 CASE STUDY

This case study reflects an organizational processof the Polytechnic Institute of Setdbal concerning the book
aoquisition process initiated by arequest from aledurer, as depicted in figure 5.

» Department R
representative Head of Department

A

Ledurer

A 4
Library 6

Figure 5: Book acquisition processmodel (brief)

6.1 Informal Description

The book acquisition grocessis darted by the lecturer, who merely states the desire to oktain a certain book.
This is picked up by the person that performs the mediator role between the department to which the lecturer
belongs and the library. This mediator must enquire if the president of the department considers the book worth
being acquired and has enoughmoney to buy it. If the answer is positive then the library will purchase the book
and will i nform the lecturer as soon as the book becomes available.

6.2 Domain Ontology

Each organizational agent may be a human agent or an artificial agent. However, artificial agents are acting
in the organizaiona network on behalf of users who are ultimately resporsible for these agents. In order to
adhieve ageneral understanding o the organizational processes, independently of the agent who performs which
role, it is necessary to establish the relevant domain ontology. This can be dore using an ontology chart. The
ontology chart for this case study is depicted in figure 1.

6.3 Roles

There are four roles identified in the ase study. Each role corresponds to a set of services plus a set of
policies and it is represented as fads and rules in a knowledge base. To illustrate the processof construction of a
role, we will focus on the department representative agent.

Services

Services are alvertised using beliefs asserted in the role knowledge base. An example, using JESSiis:

(assert (service (name book-Acquired) (client DSI-lecturer) (supplier Lib)))

this means that this agent performs a service to achieve the goa ‘book-Acquired’ but only if the dient isa
DSl-lecturer; the service may be delegated to a supplier agent ‘Lib’.

A service may be an atomic task, represented procedurally by a method or it may be acomposition d tasks,
represented dedaratively.

Policies

Policies are sets of Obligations and Authorizaions. Role obligations are default norms imposed by the
organization to which the agent belongs. In our example, the agent roleis ‘Rep’, and the organizaion is ‘EST’.
An examplein JESSis:

IF (request (from ?agent)(service book-acquired)(details ?book1)) and

(lecturer (name ?agent) (type DSI-lecturer))

THEN

(obligation (agent Rep) (stit book-acquired ?book1) (time now now+300)(utility 0)(cost 200)(sanction EST)))

This means that if the Rep agent recaves a request from a DSI-lecturer then it must accept the commitment
to seetoit that the bodk isacquired, although the adua satisfadion of the commitment may nat occur, e.g. if the
Rep agent does not get the required authorizaion from the head of the department. In that case a second
obligation comes into existence that forces the violation of the first. In this case the sanction cost will be zeo
because the violation has been ‘accepted’ by the organization that controls the sanction application.



Every agent goal has an implicit precondition, to be satisfied before the goal is placed in the agent’ s agenda:
that the agent owns an authorization for achieving that goal. An authorizationis a goal template, in which some
places arefilled in by wildcards, such asin the example:

(assert (authorized (agent Rep) (stit book-Acquired :title “” :author “*” :cost “<1000”) (time *)(utility *)(cost *)(sanction *)))

6.4 Conversations

A conversation for adion, of the type indicated in figure 3, is represented by two Java threads. one connected
to the dient agent (the initiator) and one conneded to the service provider. The Jini framework provides adirect

message-based communication infrastructure and also a bladkboard service (called JavaSpaces™) asciated to a

lookup server, which is used as a fadlitator agent, providing the mechanisms for clients to match their service
requests with registered service providers.

Conversations develop accordingly to the transition rules spedfied by a finite state machine, which we
implemented declaratively in JESS using a set of rules. Although conceptually equivalent to a finite state
machine this method alows for dynamic modificaion of the transition rules, thus enabling on-line machine
learning.

7 RELATED WORK

Althoughinspired mainly in the semiotics gance, and the norms-attitudes rel ationships at diff erent psycho-
sociological levels, related to organizaional modeling, the EDA agent model is related to several other models
previously proposed, mainly in the DAL literature.

One of these is the BDI model (Belief, Desire, Intention) proposed by Rao and Georgeff (1991). This model
is based on a theory of intentions, developed by Bratman (1987). The BDI architecure states that beli ef s, desires
and intentions are part of the agent mental states. Based upon an interpreter performing a perceve-dedde-ac
loop, BDI uses ‘beliefs’ basicdly as a symbolic way of indicating the state information the agent has. Desires are
just an anthropomorphic way to represent agent goals. Desires may be incoherent and impradical; therefore they
have to be ‘filtered’ in order to seled a plan, which then becomes an intentional goal. Typicdly the agent adopts
an intention by picking up aplan from aplan library. The BDI architecture defines an agent internal architecture
withou much concern for its integration in a multi-agent system. The BDI perspective is more concerned with
capturing the properties of human intentions, and their functions in human reasoning and decision making,
whereas the EDA model is a norm-based representation of beliefs, goals and values, based on a semiatics view
of information and aiented towards understanding and modeling social cooperation. BDI agents can easily
abstrac from any social environment because they are not spedficadly made for multi-agent systems modeling.

Anocther related model is the ICE architecture (Werner, 1996). ICE is a short for 1°C?E?, or information,
intention, communication, cooperation, evaluation and empowerment. The ICE architecture is based on agents

mental states represented by atuple Ry=(I A,.SaVA), Where 14 isthe agent information state, Sa isthe agent

strategic or intentional state, and Vp is the evaluation state of the agent. The notion of information adopted by

Werner is quite different from the semiotics notion o information, which seems to incorporate Werner’s.
Furthermore, Werner does nat commit to a symbalic knowledge representation, leaving open all representational
isaues, in all agent states. However, |CE shares with EDA an orientation towards modeling social cooperation.

Singh (1991; 1996; 1997) also provides a social perspective to multi-agent systems. He adopts a nation o
commitment that bears some simil arity with our goals, in the sense that it relates a propasition to several agents,
defining the mncept of ‘sphere of commitment’ (Singh, 1997) — a framework that emphasizes the interplay
between commitments and social structure. A social commitment is defined as a four-place relation
c=C(x,Y,G, p) involving a propasition p and three gents: x (the debtor), y (the aeditor) and G (the ntext
group). The proposition p is the discharge @ndition of commitment c. Furthermore, Singh also refers to the
concept of social norm, defining social norms as meta-commitments, i.e. commitments abou propasitions that
refer to other commitments. However, in spite of the conceptua proximity between Singh’s commitments and
the EDA deortic goals, there is no reference in Singhis work to any kind of utility function or priorities
associated with commitments. Singh does not approach the problem of resolving conflicting commitments or
norm violations, athough he recognizes that an agent's commitments typically constrain him to ad in
acacordancewith them.

Jennings (1994) proposes a socia coordination mechanism based on commitments and conventions,
supported by the notions of joint beliefs and joint intentions.

With respect to enterprise modeling methods, we recognize the importance of comprehensive frameworks
such as CIMOSA or GERAM, which provide an elaborate description of the enterprise, including functional,
informational, resource and organizational aspeds. However, these models are not spedficdly oriented towards
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distributed knowledge representation and socia organizational relationships, and furthermore do not provide a
good way to understand the structure of businessprocesses. This explanatory kind of analysisis however one the
strengths of rule-based architectures, like the one we propaosed for representing aur agents' knowledge in general

and their goas in particular. Yu and Mylopodos (1997) aso reagnized the importance of explicitly
representing and deding with goals, in terms of means-ends reasoning, and they have proposed the i* modeling
framework, in which organizations and business process models are based on dependency relationships among
agents.

8 CONCLUSIONSAND FUTURE WORK

The EDA model described here is based onthe organizaional semiotics sance, where normative knowledge
and norm-based coordination is emphasized. The main model comporents (Epistemic, Deontic and Axiological)
refled a socia psychology classfication of norms, therefore provide aprincipled nam-based structure for the
agent internal architecture that is also oriented towards a norm-based social interaction in organizations.

The EDA architedure integrates also a number of important ideas gathered mainly from the DAI field and
from deortic logic. Some of the most important ones were described in the previous sedion. We recognize the
nee for a semantics to underpin the proposed model but, at the present, we have focused mainly on conceptual
issues.

Particularly important for organizaional modeling is the nation of ‘commitment’. Many notions of
commitment have been defined, both in DAI and deortic logic, al sharing some common aspeds, as iown in
the previous fdion. However, we ayreewith Staffan Hagg (1998), who defines a commitment as a “contract
between the involved agents to reach and preserve a specified goal during a specified time”. Althoughwe didn’t
formally define our notion of commitment, we do see @mmitments in terms of goals, emerging as a pragmatic
result of social interadion. We believe that multi-agent commitments can be modeled as related sets of deontic-
adion statements, distributed acrossthe intervening agents, based on the nation of unified goals as propased in
the deontic comporent of our model.

An axiologica comporent seams to be a necessary part of any intelligent agent, both to establish preferred
sets of agent beliefs and to prioritize @nflicting goals. Since we alopt a unified normative perspedive both
towards epistemic isaues and deortic isaues, both being based onthe notion of norm as a default or defeasible
rule, the axiological comporent is conceptuaized as a meta-level Prioritized Default Logic. This methodol ogical
dedsion permitsto inherit the results of active research on thisrelatively recent subject.

In a multi-agent environment the mutual update of agents EDA modelsis esential as aresult of perceptual
events, such as message exchange. However, the spedfication of the EDA update using a pragmatic functionis
still the subjed of current research, and will be reported in the nea future. A related line of research that isbeing
pursued at the moment involves the software simulation d EDA models, which raises me software
engineering questions, related to the implementation o heterogeneous multi-agent systems implementation,
where interadion aspeds bewme a key issue, requiring a pragmatic interpretation of the exchanged messages.
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